Time Series Prediction using LS-SVMs
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Abstract. This paper describes the use of LS-SVMs as an estimation technique in the context of the time series prediction competition of ESTSP 2008 (Finland). Given three different time series, a model is estimated for each series, and subsequent simulations of several points after the last available sample are produced. For the first series, a NARX model is formulated after a careful selection of the relevant lags of inputs and outputs. The second and third series show cyclical or seasonal patterns. Series 2 is modelled by adding deterministic “calendar” variables into the nonlinear regression. Series 3 is first cleaned from the seasonal patterns, and a NAR model is estimated using LS-SVM on the deseasonalized series. In all cases, hyperparameters selection and input selection are made on a cross-validation basis.

1 Introduction

Time series prediction can be treated as a special case of system identification [1]. In nonlinear system identification [2, 3] it is common to use past lags of the output variable $y \in \mathbb{R}$ and, if available, of exogenous input variables $u \in \mathbb{R}^d$ to build a NARX model of the form

$$y_t = f(y_{t-1}, y_{t-2}, \ldots, y_{t-p}, u_{t-1}, u_{t-2}, \ldots, u_{t-q}) + e_t,$$  \hspace{1cm} (1)

where $e_t$ is assumed to be a white noise process. The estimated model can then be used for prediction or simulation. Nonlinear effects can be identified when the function $f$ is parameterized as a nonlinear function. In this article, we use Least-Squares Support Vector Machines (LS-SVMs) [4] as a tool for estimating $f$ in NARX models in order to produce the required simulations for three time series available in the context of the time series competition of the Second European Symposium of Time Series Prediction (ESTSP 2008, Porvoo, Finland, http://www.estsp.org/).

LS-SVMs belong to the class of kernel methods [4, 5, 6], which use positive-definite kernel functions to build a nonlinear representation of the original inputs in a high-dimensional feature space. An optimization problem consisting of a
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regularized least-squares cost function and equality constraints is formulated in primal space and solved in the dual variables. This formulation is flexible in the sense that it allows the incorporation of different elements of knowledge about the problem at hand. In the primal domain the model is parametric and it is easy to incorporate some types of prior knowledge that gets automatically embedded in the dual representation. Examples for this are the inclusion of partially linear models [7], autocorrelated residuals [8, 9] and monotonicity [10].

The remainder of the paper is structured as follows. A general overview of LS-SVMs and a discussion about practical elements are given in Section 2. The study cases for time series of the competition are discussed in Sections 3 and 4.

2 General Methodology

2.1 Least Squares Support Vector Machine Regression

LS-SVMs belong to the class of kernel methods, which use positive-definite kernel functions to build a nonlinear representation of the original inputs in a high-dimensional feature space. We start by parameterizing NARX model (1) as

\[ y_t = w^T \varphi(x_t) + b + e_t \]  

where \( y_t \in \mathbb{R}, \ x_t \in \mathbb{R}^n \) is the regression vector \([y_{t-1}, y_{t-2}, \ldots, y_{t-p}, u_{t-1}, u_{t-2}, \ldots, u_{t-q}]\), \( b \in \mathbb{R} \) is a bias term, \( w \in \mathbb{R}^n \) is an unknown coefficient vector, and \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a nonlinear feature map, which transforms the original input \( x_t \in \mathbb{R}^n \) to a high-dimensional vector \( \varphi(x_t) \in \mathbb{R}^n \), which can be infinite dimensional [6]. Consider the following constrained optimization problem with a regularized cost function:

\[
\min_{w, b, e_t} \frac{1}{2} w^T w + \gamma \sum_{t=1}^{N} e_t^2 \\
\text{s.t. } y_t = w^T \varphi(x_t) + b + e_t, \quad t = 1, \ldots, N,
\]

where \( \gamma \) is a regularization constant and \( K \) is a p.d. kernel function. With the application of the Mercer's theorem for the kernel matrix \( \Omega \) as \( \Omega_{ij} = K(x_i, x_j) = \varphi(x_i)^T \varphi(x_j), i, j = 1, \ldots, N \) it is not required to compute explicitly the nonlinear mapping \( \varphi(\cdot) \) as this is done implicitly through the use of positive definite kernel functions \( K \). For \( K(x_i, x_j) \) there are usually the following choices: \( K(x_i, x_j) = x_i^T x_j \) (linear kernel); \( K(x_i, x_j) = (x_i^T x_j + c)^d \) (polynomial of degree \( d \), with \( c \geq 0 \) a tuning parameter); \( K(x_i, x_j) = \exp(-||x_i - x_j||^2/\sigma^2) \) (radial basis function, RBF), where \( \sigma \) is a tuning parameter.

The problem (3) is solved using Lagrange multipliers and the solution is expressed in dual form [4]. The final expression for the estimated \( f \) is given by

\[
\hat{f}(x) = \sum_{t=1}^{N} \alpha_t K(x_t, x) + b.
\]
The one-step-ahead prediction is simply \( \hat{y}_{N+1} = \hat{f}(x_{N+1}) \) using the estimated \( \hat{f} \); simulation \( n \)-steps ahead can be obtained by iteratively applying the prediction equation replacing future outputs by its predictions [1, 2].

### 2.2 Practical Implementation

The training process of LS-SVM involves the selection of kernel parameters and the regularization constant \( \gamma \). A good choice of these parameters is crucial for the performance of the estimator. In this paper, we use 5-fold cross-validation for selecting these parameters. The second important choice is the selection of regressors, i.e., which lags of inputs and outputs are going to be included in the regression vector \( x_t \). This selection is done by using a large number of initial components and then performing a greedy search to prune non-informative lags on a cross-validation basis. Therefore an initial model containing all regressors is estimated and optimal choices for the parameters are made. On each stage of the greedy backwards elimination process, a regressor is removed if the cross-validation Mean Squared Error (CV-MSE) improves. The final set of regressors is then used for the final predictions. For the purpose of model estimation, all series are normalized to zero mean and unit variance.

### 3 Analysis for Time Series 1

The available data for time series consists of a sequence \( \{y_t, u_t, v_t\}_{t=1}^N \) for the output \( y \) and the two exogenous inputs \( u \) and \( v \) with \( N = 354 \) datapoints. The series are depicted in Figure 1. The goal is to produce a sequence of simulated future values \( \hat{y}_{N+1} \) until \( \hat{y}_{N+18} \). Based on autocorrelation analysis, it can be noticed that all three variables share some periodic behavior with a period of 12 samples.

#### 3.1 Modeling Strategy

We test two model specifications, with and without the exogenous inputs (NAR and NARX models, respectively), to be estimated using LS-SVM, as follows:

- **(NAR)** \( \hat{y}_t = \hat{f}(y_{t-1}, \ldots, y_{t-p}) \) with \( p \leq 48 \)
- **(NARX)** \( \hat{y}_t = \hat{f}(y_{t-1}, \ldots, y_{k-p}, u_{t-1}, \ldots, u_{t-q_1}, v_{t-1}, \ldots, v_{t-q_2}) \) with \( p, q_1, q_2 \leq 48 \)

The performance measure used for 5-fold cross-validation is the CV-MSE over two different prediction scenarios:

- One step ahead prediction for each test fold,
- Simulation of the time series for 18 time steps for every sample in the test fold, averaging the values at each time step over predictions (1 step, 2 steps, \ldots, 18 steps)
3.2 Results

Consider the NAR(48) model formulation. The selected lags to be included in the regression vector are pruned using a greedy backwards search. The CV-MSE as a function of the number of regressors included in the model is shown as the blue line in Figure 2. By actively selecting the regressors the MSE can be improved by 33%. The best NAR model uses 12 regressors and achieves a CV-MSE of 0.2834. However, further correlation analysis between the model residuals and the exogenous inputs reveal that some information has not been captured by the NAR model alone. This means we should test a NARX formulation.

Two different NARX models are evaluated. The first one includes all lags up to 48 for \( y, u \) and \( v \), NARX(48,48,48). The second model assumes a delay between inputs and output of 18 time steps. The NARX(48,30,30) model contains the lags 19 up to 48 for the inputs \( u \) and \( v \). Figure 2 shows the feature selection process for the models, both of which clearly outperform the NAR model. The model using all regressors achieves a CV-MSE of 0.2437 with 34 regressors, whereas the delayed model uses 25 regressors and has a CV-MSE of 0.2489. The improvement of the full over the delayed model is rather small with 2%. For the purpose of generating the results for the time series competition, the full model would require to simulate the exogenous inputs as well, which might be an additional source of errors for the simulated outputs. On the other hand,
4 Analysis for Time Series 2 and 3

Series 2 and Series 3 are modelled following a similar methodology. Series 2 (Figure 4, top) consists of 1,300 observations, and the goal is to simulate the next 100 points. Series 3 contains 31,614 samples (Figure 5, top), and the goal is to predict the next 200 points. The two series display a similar cyclical behavior. Series 2 display a strong correlation every 7 samples, as can be seen
in the autocorrelation plot (Figure 4, center). Such pattern would correspond to a “weekly” seasonal cycle for a series consisting of consecutive daily values. In the same manner, Series 3 displays cyclical patterns similar to those of “daily”, “monthly” and “yearly” cycles for a series consisting of hourly values.

4.1 Modeling Strategy

The seasonal patterns detected in the series suggest to use a specific seasonal modeling strategy, following the golden-rule of “do not estimate what you already know” [2]. One of the most common approaches is the use of deterministic calendar information to keep track of the sequence of patterns involved. For the case of Series 2, we use the binary-valued vector \( W_t \in \{0, 1\}^7 \), which is a vector of zeros with a 1 in the position of the day of the week at time \( t \) to keep track of the day-to-day cycle. For example, Monday corresponds to \( W_t = [1, 0, \ldots, 0] \).

In the same way, the variable \( M_t \in \{0, 1\}^{12} \) is defined as a vector of zeros with a 1 in the position of the month at time \( t \). A binary-valued vector \( H_t \in \{0, 1\}^{24} \) is similarly defined to keep track of the hour of the day at time \( t \). These variables are considered as exogenous inputs to the corresponding models for each series.

4.1.1 Model for Series 2

The estimated model is the following NARX formulation:

\[
y_t = f(y_{t-1}, \ldots, y_{t-p}, W_t, M_t) + e_t
\]

estimated using LS-SVM. The order \( p \), the hyperparameters and the relevant regressors are determined on a 5-fold cross-validation basis using the greedy search optimization procedure described previously.

4.1.2 Model for Series 3

This series is modelled differently because of the strong presence of the seasonal patterns. Series 3 shows a very strong combination of seasonal patterns that can be considered the “backbone” of the observed series. Following a standard approach in seasonal modeling [11], we decompose the original series as the sum of a regular and an irregular component, \( y_t = r_t + z_t \), where \( r_t = \beta_1^T H_t + \beta_2^T M_t + \beta_3^T W_t \) is the contribution of the deterministic seasonal variables. The identification of \( r_t \) and \( z_t \) is obtained by estimating the following linear regression:

\[
y_t = \beta_1^T H_t + \beta_2^T M_t + \beta_3^T W_t + z_t,
\]

with \( \beta_1 \in \mathbb{R}^{24}, \beta_2 \in \mathbb{R}^{12}, \beta_3 \in \mathbb{R}^7 \) estimated with ordinary least-squares. The irregular component \( z_t \) corresponds to the residual of this regression. Figure 5 shows the original series (top) and the decomposition in the regular component \( r_t \) (center, left) and the irregular component \( z_t \) (center, right).

Predicting the regular component into the future is straightforward. For the prediction of the irregular component \( z_t \), we estimate a NAR model using
LS-SVM,

\[ z_t = f(z_{t-1}, \ldots, z_{t-p}) + e_t. \]  

The irregular component \( z_t \) still displays significant autocorrelation with a 24 hours period (Figure 5 bottom left), which should be captured by the NAR model. Given that \( z_t \) is much more stationary than the original series, the LS-SVM model is estimated only using the last 1,000 observations. The order of this model, hyperparameters and relevant lags are determined as in the other models.

4.2 Results

For Series 2, the best order of the NARX model is found to be \( p = 14 \), which gives a total number of regressors of 33 (14 past values, 7 days of the week, 12 months in a year). The model with 33 regressors shows a CV-MSE= 0.23. From the 33 regressors, only 11 are found to be relevant, lowering the CV-MSE to 0.20. This final model with 11 regressors is used to produce the final simulations. The final simulations are shown on the bottom panel of Figure 4.

For Series 3, the best order of the NAR model on \( y_s \) is \( p = 48 \). The selection of relevant regressors yields no significant improvement. The autocorrelation present in \( z_t \) has been captured by the model, and the residuals \( e_t \) show no such correlation (Figure 5 bottom right). Overall, the CV-MSE obtained following this strategy is 0.004. The NAR model is used to produce the simulations for \( y_s \), which are added to the simulations for the regular component. The final simulation requested for the competition is shown on Figure (6).

5 Conclusions

This paper described the use of LS-SVMs as an estimation technique in the context of the time series prediction competition of the Second European Symposium ESTSP 2008 (Porvoo, Finland). Given three different time series, a model is estimated for each series, and subsequent simulations of several points after the last available sample are produced. For the first series, a NARX model is formulated after a careful selection of the relevant lags of inputs and outputs. Supported by correlation analysis, it is determined that the exogenous inputs provided for this series have a significant influence on modeling of the output series.

The second and third series are modelled independently, yet following a similar methodology. Both series show seasonal variations, and we used deterministic seasonal variables as exogenous inputs. Series 2 is modelled by using a NARX formulation including the deterministic variables; Series 3 is first “deseasonalized” by using a linear regression of the series on the deterministic variables, and later a NAR model is estimated with LS-SVM on the residuals of the first regression.

The selected models over the three series are those who provided the best
Fig. 4: The original data for Series 2 (top) shows a seasonal pattern visible in the autocorrelation plot (center) of the series. Using a NARX formulation, the requested simulations are computed for the next 100 points (bottom), shown after the vertical line.
Fig. 5: The original data for Series 3 (top) can be decomposed as the sum of a regular component \( r_t \) (center, left) and an irregular component \( z_t \) (center, right). Using a NAR formulation to model the irregular component \( z_t \), the final model captures the autocorrelation that was still present in \( z_t \). This is visible by comparing the autocorrelation plot for \( z_t \) (Bottom, left) with that of the NAR model residuals \( e_t \) (bottom, right).
Fig. 6: Simulations for the next 200 points for Series 3, shown after the vertical line.

performance on a cross-validation basis, in terms of order selection, kernel parameters, regularization constant and relevant regressors.
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